problem that is discussed. This gives students the idea that there is a book
somewhere with all the right answers to all of the interesting questions,
and that teachers know those answers. And if one could get hold of the
book, one would have everything settled. That’s so unlike the true nature
of mathematics. [2]
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Least Squares and Quadric Surfaces
Donald Teets, South Dakota School of Mines and Technology, Rapid City, SD
57701-3995

We have all seen fairly difficult problems in college algebra texts that would be
easy “if only the student knew calculus.” But have you ever seen a difficult
problem in a calculus text that would be easier if only the student didn’t use
calculus? The purpose of this note is to describe such a problem.

The derivation of the least squares regression line f(x) =ax + b for the n data
points (xy,¥),...,(x,,y,) (Where n>2 and the x/s are not all the same) is
commonly presented as an application of minimizing a multivariable function [1],
[2], [3]. The standard approach to this problem is to minimize the sum of the
squared errors

n

s(a,0) = ¥ (ax; +b-y,)* (1

i=1

by setting the partial derivatives s,(a, b) and s,(a, b) equal to zero and solving for
a and b, obtaining

nyrx;y; — Lx; Ly 1
= , b=~ i~ i) 2
R —(Eyi-aLx) @

(Here and in the remainder of this note, ¥ means Y_,.) This, of course, is
insufficient to show that these values minimize s(a, b); thus we find the following
exercise in [3]: “Use the Second-Partials Test to verify that the formulas given for
a and b yield a minimum.” (The reader is invited to try this exercise before
reading further!)

For the function s(a, b) to have a minimum at the point (a, b) given in (2), the
second-partial test requires that

Saa@:b)pp(a,b) = [s,(a,b)]*>0

at that point. Upon computing the derivatives, this reduces to

nyx?-(Lx) >0. 3)
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Now (3) can be established by a rather tricky induction on #, or by applying the
Cauchy-Schwarz inequality to the vectors x = (x;,...,x,) and y=(1,...,1), or by
other clever algebraic manipulations (e.g., [1] p. 1031). Unfortunately, even if a few
students are able to follow one of these arguments, the second-partials test is a test
for relative extrema, and the least squares problem demands an absolute minimum
of s(a, b)! Faced with making an already difficult calculus problem even harder,
we choose an entirely different approach.

An understanding of the geometry of this problem provides the key to a solution
involving no calculus. One may quickly recognize that the graph in three-dimen-
sional abs-space of (1) is a quadric surface, though the term 2ab¥ x; which occurs
in the expansion of s(a, b) obscures the nature of this surface. To eliminate this
term, we let X =x —X (where ¥ =(1/n)Xx;) and X;=x;,—*. Note crucially that
Y X; = 0. The least squares regression line is now

f(x)=ax+b=a(X+Xx)+b=aX+c

where ¢ = ax + b, and we seek the absolute minimum of
s(a,b) = ¥ (ax;+b~y)" = L (aX,+c~y)’,

which we call S(a, ¢).

Geometry and basic algebra can now make clear what calculus could not.
Expanding S(a, c¢) we find that the mixed term 2acX X, vanishes, and so we may
complete the square separately in a and ¢, obtaining

LXy;i 2 Ly 2
S(a,c)=(ZX,.2)[a— ZX;)] +n[c—7y]
(ZXy)* (Zy)’
2 _ _
+ Ly Y X? n

4

The graph in acS-space of this function is an elliptic paraboloid opening upward,
and it is now obvious, both analytically and geometrically, that the absolute
minimum of s(a, b) = S(a, c) occurs at

LX;y; Ly _
a=——, c=—y, b=c—ax
rX; n

as given in (2). Moreover, the value of s at this point can now be determined at a
glance.
For this and other applications in this spirit, see [4].
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