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1. WHAT IS THE mth DERIVATIVE OF A COMPOSITE FUNCTION? By far the best known answer is

Faà di Bruno’s Formula. If $g$ and $f$ are functions with a sufficient number of derivatives, then

$$
\frac{d^m}{dt^m} g(f(t)) = \sum \frac{m!}{b_1! b_2! \cdots b_m!} g^{(k)}(f(t)) \left( \frac{f'(t)}{1!} \right)^{b_1} \left( \frac{f''(t)}{2!} \right)^{b_2} \cdots \left( \frac{f^{(m)}(t)}{m!} \right)^{b_m}, \quad (1.1)
$$

where the sum is over all different solutions in nonnegative integers $b_1, \ldots, b_m$ of $b_1 + 2b_2 + \cdots + mb_m = m$, and $k := b_1 + \cdots + b_m$.

For example, when $m = 3$ this instructs us to look at all solutions in nonnegative integers of the equation $b_1 + 2b_2 + 3b_3 = 3$. We can have $b_3 = 1, b_1 = 0 = b_2$, in which case $k = 1$ and we get the term

$$
\frac{3!}{0! 0! 1!} g'(f(t)) \left( \frac{f'''(t)}{3!} \right) = g'(f(t)) f'''(t).
$$

Otherwise we must have $b_3 = 0$. Then we can have $b_2 = 1 = b_1$, in which case $k = 2$ and we get the term

$$
\frac{3!}{1! 1! 0!} g''(f(t)) \left( \frac{f'(t)}{1!} \right) \left( \frac{f''(t)}{2!} \right) = 3g''(f(t)) f'(t) f''(t).
$$

The only other solution is $b_1 = 3, b_2 = 0 = b_3$, in which case $k = 3$ and we get the term

$$
\frac{3!}{3! 0! 0!} g'''(f(t)) \left( \frac{f'(t)}{1!} \right)^3 = g'''(f(t)) (f'(t))^3.
$$

Therefore Faà di Bruno’s formula says (correctly) that

$$
\frac{d^3}{dt^3} g(f(t)) = g'(f(t)) f'''(t) + 3g''(f(t)) f'(t) f''(t) + g'''(f(t)) (f'(t))^3. \quad (1.2)
$$

In spite of its appearance, (1.1) is rather simple when conceived of in the right way, as was recently pointed out in this MONTHLY by Harley Flanders [24]. A restatement in terms of set partitions can be proved easily in a few lines, as we shall see in Section 2, though it still requires a bit of work to pass from that form to the form in (1.1).
Once Faa di Bruno’s formula was considered a real analysis result: it is in the *Cours d’Analyse* of Goursat [28] and of de la Vallée Poussin [66]. Riordan and Comtet [53], [12], [13] saw it as part of combinatorial analysis, a term that seems to be going out of fashion; the subject subsumed in algebraic combinatorics, the books of Riordan and Comtet largely superseded by Stanley’s monumental [64] and [65], where Faa di Bruno’s formula is mentioned [65, p. 65], but not stated. It can also be found in books on partitions [3], mathematical statistics [14], matrix theory [35], calculus of finite differences [37], computer science [38], symmetric functions [44], and miscellaneous mathematical techniques [46].

Faa di Bruno published his formula in [16] and [17], which both date from December 1855. [16] is in Italian and [17] in French, but otherwise they are essentially the same—both are very short, containing little more than the statement of the result. The usual reference for his demonstration is the appendix of his best known book [20], which would not appear for another 20 years. The same proof (an induction that has left some commentators unsatisfied) is in the appendix of [19], which came out in 1859.

But there is much more to the story. The “little more” in [16] and [17] includes a determinantal version of Faa di Bruno’s formula, which has received little attention. That several other mathematicians found different expressions for the \( m \)th derivative of \( g(f(t)) \) in the 19th century has been forgotten; these are all independent of Faa di Bruno’s work and a few of them predate it. Most of all, Faa di Bruno was neither the first to state the formula that bears his name, nor the first to prove it. We elaborate on all this below.

2. A COMBINATORIAL ARGUMENT. It is convenient to begin by discussing the Bell polynomials, which are associated with set partitions. To the partition \{1\} we associate the monomial \( x_1 \); this is the only partition of the set \{1\}, and we define \( B_{1,1}(x_1) = x_1 \). The set \{1, 2\} has the two partitions \{1, 2\} and \{1\}, \{2\}, the former with one block and the latter with two, and we associate to them the monomials \( x_2 \) and \( x_1^2 \), respectively. Then \( B_{2,1}(x_1, x_2) = x_2 \) and \( B_{2,2}(x_1) = x_1^2 \).

There are five partitions of the set \{1, 2, 3\}. Three of these have two blocks, namely \{1, 2\}, \{3\} and \{1, 3\}, \{2\} and \{1\}, \{2\}, \{3\}; we associate the monomial \( x_1x_2 \) to each of these, and so \( B_{2,2}(x_1, x_2) = 3x_1x_2 \). The other Bell polynomials of order three are \( B_{3,3}(x_1) = x_3 \), corresponding to \{1\}, \{2\}, \{3\}; and \( B_{3,1}(x_1, x_2, x_3) = x_3 \), corresponding to \{1, 2, 3\}. In general,

\[
B_{m,k}(x_1, x_2, \ldots, x_{m-k+1}) = \frac{1}{k!} \sum_{\substack{j_1 + \cdots + j_k = m \geq 1 \atop j_i \geq 1}} \binom{m}{j_1, \ldots, j_k} x_{j_1} \cdots x_{j_k},
\]

where \( B_{0,0}(x_1) = 1 \); the sum is effectively over set partitions of \{1, 2, \ldots, m\} with block sizes \( j_1, \ldots, j_k \), with the factor \( 1/k! \) correcting for the multiple counting inside the sum. Only \( m - k + 1 \) variables are necessary because no block can contain more than \( m - k + 1 \) elements. A further example is \( B_{4,2}(x_1, x_2, x_3) = 4x_1x_3 + 3x_2^2 \), where there are 7 partitions of \{1, 2, 3, 4\} into two blocks, 4 with one block of size three and one of size one, and 3 with two blocks of size two.

We pause for a remark to be used later. If we set every \( x_i = 1 \), we are simply counting the number of partitions of \{1, 2, \ldots, m\} into \( k \) blocks, which is the Stirling number of the second kind. Following [39] (which anyone interested in Stirling numbers...
should consult) I denote these by \( \{m\}_k \); thus

\[
B_{m,k}(1, 1, \ldots, 1) = \binom{m}{k}.
\] (2.1)

This approach to the Bell polynomials seems to have originated in [26], which was published in a Chilean journal by Roberto Frucht and Gian-Carlo Rota in 1965. (Frucht’s later paper [25] may be more accessible to some readers.) The name “Bell polynomials” was introduced by Riordan in [53], and it was he who first observed that they are ideally suited to the description of Faà di Bruno’s formula [52]. The polynomials that Bell actually considered in [5] were

\[
Y_m = Y_m(x_1, x_2, \ldots, x_m) := \sum_{k=0}^{m} B_{m,k}(x_1, \ldots, x_{m-k+1}).
\]

Thus, for example, \( Y_3(x_1, x_2, x_3) = x_3 + 3x_1x_2 + x_1^3 \) . Note that one can recover the \( B_{m,k} \)'s from the \( Y_m \)'s by grouping the terms of \( Y_m \) according to degree.

Now associate set partitions to derivatives of composite functions in the same way. To \( g'(f(t)) \) we associate \( \{1\} \). The partitions \( \{1, 2\} \) and \( \{1, 2\} \) correspond to \( g'(f(t)) f''(t) \) and \( g''(f(t))(f'(t))^2 \), respectively. To each partition of \( \{1, 2, \ldots, m\} \) with \( k \) blocks corresponds a term of \( d^m g(f(t))/dt^m \) with the factor \( g^{(k)}(f(t)) \), where the block sizes determine its other factors (which are derivatives of \( f \)). Thus the partitions \( \{1, 2\} \) and \( \{1, 2\} \) and \( \{1, 2, 3\} \) and \( \{1, 2, 3\} \) and \( \{1, 2, 3\} \) and \( \{1, 2, 3\} \), each with one block of size 1 and one of size 2, each correspond to \( g''(f(t)) f'(t) f''(t) \), and the other two partitions of \( \{1, 2, 3\} \), namely \( \{1, 2, 3\} \) itself and \( \{1, 2, 3\} \), \( \{1, 2, 3\} \), and \( \{1, 2, 3\} \), \( \{1, 2, 3\} \), \( \{1, 2, 3\} \), \( \{1, 2, 3\} \), \( \{1, 2, 3\} \), respectively; adding these five terms we get the right side of (1.2). The general result is

**Faà di Bruno’s formula, set partition version.** If \( g \) and \( f \) are functions with a sufficient number of derivatives, then

\[
\frac{d^m}{dt^m} g(f(t)) = \sum g^{(k)}(f(t)) \left(f'(t)\right)^{b_1} \left(f''(t)\right)^{b_2} \ldots \left(f^{(m)}(t)\right)^{b_m},
\]

where the sum is over all partitions of \( \{1, 2, \ldots, m\} \), and, for each partition, \( k \) is its number of blocks and \( b_i \) is the number of blocks with exactly \( i \) elements.

We may prove this by induction on \( m \). Every partition of \( \{1, 2, \ldots, m+1\} \) can be obtained in a unique way by adjoining \( m+1 \) to a partition of \( \{1, 2, \ldots, m\} \). If we add \( \{m+1\} \) as a new singleton block, then we increase the number of blocks of size 1 by one, and the total number of blocks by one. This corresponds to applying \( d/dt \) to \( g^{(k)}(f(t)) \) to get \( g^{(k+1)}(f(t)) f'(t) \). On the other hand, if we add \( m+1 \) to an existing block of size \( i \) (say), then the number of such blocks decreases by one, the number of blocks of size \( i+1 \) increases by one, and the total number of blocks remains the same. If we started with \( b_i \) blocks of size \( i \), then we may add \( m+1 \) to any of them to produce this effect. This corresponds to applying \( d/dt \) to \( (f^{(i)}(t))^{b_i} \) to get \( b_i(f^{(i)}(t))^{b_i-1} f^{(i+1)}(t) \); hence the result. An immediate corollary is

**Faà di Bruno’s formula, Bell polynomial version (Riordan’s formula).** If \( g \) and \( f \) are functions with a sufficient number of derivatives, then
\[ \frac{d^m}{dt^m} g(f(t)) = \sum_{k=0}^{m} g^{(k)}(f(t)) B_{m,k}(f'(t), f''(t), \ldots, f^{(m-k+1)}(t)) . \quad (2.2) \]

As such, this dates back to [52], but Cesàro gave a similar statement in terms of his calcul isobarique [10], so one might quibble with the name “Riordan’s formula”. (Faà di Bruno used the same word isobariche, which was suggested to him by Cayley, in describing his eponymous formula in [18], though if Cesàro knew this, he did not say so.) The symmetrized form of Faà di Bruno’s formula implied by (2.2) dates back at least to Hess in 1872 [31]. The classical Faà di Bruno formula (1.1) differs only in combining like terms. The number of partitions of \{1, 2, \ldots, m\} into \(b_1\) 1-blocks, \(b_2\) 2-blocks, etc. would be

\[
\left( \begin{array}{cccc}
1, & 2, & \ldots, & m
\end{array} \right)
\]

\[
\begin{array}{cccc}
b_1 & 1's & b_2 & 2's & b_3 & 3's & \ldots
\end{array}
\]

except that this makes artificial distinctions among the \(i\)-blocks for each \(i\). The actual number of such partitions is

\[
\left( \begin{array}{cccc}
1, & 2, & \ldots, & m
\end{array} \right) \frac{1}{b_1! b_2! \ldots b_m!}
\]

and (1.1) follows.

I think that this proof of Faà di Bruno’s formula (with or without the material on Bell polynomials) would fit very well in an undergraduate course in combinatorics. It is surprising that such a simple argument is not better known. Besides [26] and [25], one can find another form of it in [11], and a \(q\)-version in [36]. Zeilberger suggested a (superficially) different combinatorial approach in [69]. Most induction proofs, such as the one in [19] and [20], are described in terms of number-theoretic (rather than set-theoretic) partitions, which makes the induction less transparent.

We may also use set partitions to prove Faà di Bruno’s determinantal form of the result.

**Lemma.** If \(m \geq 1\), then

\[
Y_m(x_1, x_2, \ldots, x_m) = \begin{vmatrix}
(m-1)x_1 & (m-1)x_2 & (m-2)x_3 & \cdots & (m-2)x_{m-1} & (m-1)x_m \\
-1 & (m-2)x_1 & (m-2)x_2 & \cdots & (m-2)x_{m-2} & (m-1)x_{m-1} \\
0 & -1 & (m-3)x_1 & \cdots & (m-3)x_{m-3} & (m-2)x_{m-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & (1)_{x_1} & (1)x_2 \\
0 & 0 & 0 & \cdots & -1 & (0)_{x_1}
\end{vmatrix}
\]

All entries on the main subdiagonal are \(-1\), and all entries below it are 0. For example, \(Y_1(x_1) = x_1\), and
\[
Y_2(x_1, x_2) = \begin{vmatrix} x_1 & x_2 \\ -1 & x_1 \end{vmatrix} = x_1^2 + x_2.
\]

As before, the term \(x_1^2\) corresponds to the partition \(\{1\}\), \(\{2\}\), and the term \(x_2\) to the partition \(\{1, 2\}\). From this point of view, it is interesting to expand these determinants across the top row:

\[
Y_3(x_1, x_2, x_3) = \begin{vmatrix} x_1 & 2x_2 & x_3 \\ -1 & x_1 & x_2 \\ 0 & -1 & x_1 \end{vmatrix} = x_1 \begin{vmatrix} x_1 & x_2 \\ -1 & x_1 \end{vmatrix} - 2x_2 \begin{vmatrix} -1 & x_2 \\ 0 & x_1 \end{vmatrix} + x_3 \begin{vmatrix} -1 & x_1 \\ 0 & -1 \end{vmatrix} = x_1(x_1^2 + x_2) + 2x_2(x_1) + x_3(1).
\]

While we could simplify this further, in this form we can see that the top row represents the blocks that contain the largest element. The term \(x_1(x_1^2 + x_2)\) represents all the partitions of \(\{1, 2, 3\}\) containing \(\{3\}\) as a singleton block; specifically, \(x_1^3\) corresponds to \(\{1\}\), \(\{2, 3\}\) and \(x_1x_2\) to \(\{1, 2\}, \{3\}\). The term \(2x_2(x_1)\) corresponds to the partitions in which \(3\) is in a block of size two, namely \(\{1, 3\}, \{2\}\) and \(\{1, 2, 3\}\); and the term \(x_3(1)\) corresponds to the partition \(\{1, 2, 3\}\). If we treat similarly the determinant for \(Y_4(x_1, x_2, x_3, x_4)\), we reach

\[
Y_4(x_1, x_2, x_3, x_4) = x_1(x_1^3 + 3x_1x_2 + x_3) + 3x_2(x_1^2 + x_2) + 3x_3(x_1) + x_4(1).
\]

The term \(x_1(x_1^3 + 3x_1x_2 + x_3)\) corresponds to the five partitions of \(\{1, 2, 3, 4\}\) containing \(\{4\}\) as a singleton block, the term \(3x_2(x_1^2 + x_2)\) to the six partitions where \(4\) is in a block of size two, the term \(3x_3(x_1)\) to the three partitions where \(4\) is in a block of size three, and the term \(x_4(1)\) to the partition \(\{1, 2, 3, 4\}\).

In general, if we expand the determinant across the top row we will get a sum

\[
\sum_{k=1}^{m} \binom{m-1}{k-1} x_k c_{m,k},
\]

where \(c_{m,k}\) is the cofactor of \(\binom{m-1}{k-1} x_k\); thus, for example, \(c_{4,2} = x_1^2 + x_2\). Note that \(\binom{m-1}{k-1}\) is the number of ways we can choose the \(k - 1\) elements that are in the same block as the largest element \(m\). It follows that \(c_{m,k}\) represents the partitions of the remaining \(m - k\) elements.

We use this combinatorial interpretation to prove the lemma by induction on \(m\). We have already verified it up to \(m = 4\). Assuming it holds for \(m\), we have to show that

\[
Y_{m+1}(x_1, x_2, \ldots, x_{m+1}) = \begin{vmatrix} \binom{m}{0} x_1 & \binom{m}{1} x_2 & \binom{m}{2} x_3 & \cdots & \binom{m}{m-1} x_m & \binom{m}{m} x_{m+1} \\ -1 & \binom{m-1}{0} x_1 & \binom{m-1}{1} x_2 & \cdots & \binom{m-1}{m-1} x_{m-1} & \binom{m-1}{m} x_m \\ 0 & -1 & \binom{m-2}{0} x_1 & \cdots & \binom{m-2}{m-2} x_{m-2} & \binom{m-2}{m-1} x_{m-1} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & \binom{1}{0} x_1 & \binom{1}{1} x_2 \\ 0 & 0 & 0 & \cdots & -1 & \binom{0}{0} x_1 \end{vmatrix}.
\]
Expanding down the first column, we get

\begin{align*}
x_1 Y_m(x_1, \ldots, x_m) + \left| \begin{array}{cccc}
\binom{m}{1}x_2 & \binom{m}{2}x_3 & \cdots & \binom{m}{m-1}x_m \\
-1 & \binom{m-2}{0}x_1 & \cdots & \binom{m-2}{m-2}x_{m-2} \\
0 & -1 & \cdots & \binom{m-3}{m-3}x_{m-3} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \binom{1}{0}x_1 \\
0 & 0 & \cdots & -1
\end{array} \right|
\end{align*}

By induction, the first term represents the partitions of \{1, 2, \ldots, m + 1\} containing \{m + 1\} as a singleton block. When we expand the second term across the top row, we get

\begin{align*}
x_1 Y_m(x_1, \ldots, x_m) + \sum_{k=1}^{m} \binom{m}{k} x_{k+1} c_{m,k},
\end{align*}

(2.3)

with the same cofactors \(c_{m,k}\) as before. For each \(k\) between 1 and \(m\), the term \(\binom{m}{k} x_{k+1} c_{m,k}\) represents all the partitions of \{1, 2, \ldots, m + 1\} where \(m + 1\) is in a block with \(k\) other elements, since there are \(\binom{m}{k}\) ways to choose these elements, and, by induction, \(c_{m,k}\) represents all the ways to partition the remaining \(m - k\) elements. Therefore (2.3) represents all the partitions of \{1, 2, \ldots, m + 1\}, and hence it must be equal to \(Y_{m+1}(x_1, \ldots, x_{m+1})\), which proves the lemma. Now we are ready for

**Faà di Bruno’s determinant formula.** If \(g\) and \(f\) are functions with a sufficient number of derivatives, and \(m \geq 1\), then

\[
\frac{d^m}{dt^m} g(f(t)) = \left| \begin{array}{cccc}
\binom{m-1}{0} f'g & \binom{m-1}{1} f''g & \binom{m-1}{2} f'''g & \cdots & \binom{m-1}{m-2} f^{(m-1)}g & \binom{m-1}{m-1} f^{(m)}g \\
-1 & \binom{m-2}{0} f'g & \binom{m-2}{1} f''g & \cdots & \binom{m-2}{m-2} f^{(m-2)}g & \binom{m-2}{m-1} f^{(m-1)}g \\
0 & -1 & \binom{m-3}{0} f'g & \binom{m-3}{1} f''g & \cdots & \binom{m-3}{m-3} f^{(m-3)}g & \binom{m-3}{m-2} f^{(m-2)}g \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \binom{1}{0} f'g & \binom{1}{1} f''g \\
0 & 0 & 0 & \cdots & -1 & \binom{0}{0} f'g
\end{array} \right|
\]

where \(f^{(i)}\) denotes \(f^{(i)}(t)\) and \(g^k\) is to be interpreted as \(g^{(k)}(f(t))\).

We need only replace every \(x_i\) in the lemma by \(f^{(i)}g\) to reduce this determinant to Riordan’s formula (2.2), in view of the remark that the \(B_{m,k}\)’s may be recovered from the \(Y_m\)’s. An equivalent formula was proposed by V. F. Ivanoff in 1958 in this MONTHLY as Advanced Problem #4782. Several years went by before the MONTHLY published a proof (different from ours, and apparently the only one they received) by Frank Schmitroth [61]. The editors missed a chance to publicize [43], a nice paper on statistical applications of Faà di Bruno’s formula that appeared in this MONTHLY three
years before the problem was posed, and they also failed to mention Faà di Bruno. (The current editors are, of course, much more enlightened.) Ivanoff’s formula is also stated in [46], and as a problem in [12] and [13]. The determinant in [16] and [17] differs in two ways from the one given here: it is stated for \( n + 1 \), rather than for \( m \); and its first column is our last column, with a compensating factor of \((-1)^n\) in the result. Its columns are arranged as above in all the other occurrences I know of. I have not seen another evaluation—Muir’s only comment [51] is that “an opportunity was here lost by Bruno of noting that a recurrent with the elements in its zero-bordered diagonal all negative has all its terms positive”—but from the first few pages of [19] or [20] it seems that Faà di Bruno probably deduced it from two formulas in the theory of symmetric functions.

3. TAYLOR’S THEOREM AND RIVAL FORMULÆ. We may rephrase our initial question: assuming that \( f(t) \) and \( g(u) \) are sufficiently nice functions, how should we expand \( g(f(t + h)) \) in powers of \( h \)? For Taylor’s theorem tells us that

\[
g(f(t + h)) = \sum_{m=0}^{\infty} \frac{d^m}{dt^m} g(f(t)) \frac{h^m}{m!},
\]

(3.1)

and, as Ubbo H. Meyer pointed out in 1847 [48], it can also be made to say that

\[
g(f(t + h)) = \sum_{k=0}^{\infty} \frac{g^{(k)}(f(t))}{k!} (f(t + h) - f(t))^k
\]

(3.2)

by taking \( u = f(t) \) and \( v = f(t + h) - f(t) \) in

\[
g(u + v) = \sum_{k=0}^{\infty} \frac{g^{(k)}(u)}{k!} v^k.
\]

Comparing (3.2) and (3.1) we have

**Meyer’s observation.** \( \frac{1}{m!} \frac{d^m}{dt^m} g(f(t)) \) equals the coefficient of \( h^m \) in (3.2).

While this idea was not completely new with Meyer, it was never before stated in such a versatile form: several variants of Faà di Bruno’s formula follow from different methods of extracting the coefficient of \( h^m \). In [1], a few years after [48], the pseudonymous T. A. (of whom more later) noted that, if

\[
\Delta_h f(t) := \frac{f(t + h) - f(t)}{h},
\]

then the coefficient of \( h^m \) in \( (f(t + h) - f(t))^k \) is the same as that of \( h^{m-k} \) in \( (\Delta_h f(t))^k \). After taking \( m - k \) derivatives with respect to \( h \) and setting \( h = 0 \), a little rearrangement gives

**T. A.’s formula.** If \( g \) and \( f \) are functions with a sufficient number of derivatives, then

\[
\frac{d^m}{dt^m} g(f(t)) = \sum_{k=0}^{m} \binom{m}{k} g^{(k)}(f(t)) \left\{ \frac{d^{m-k}}{dh^{m-k}} (\Delta_h f(t))^k \right\}_{h=0}.
\]
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Meyer’s approach was more straightforward: just take \( m \) derivatives of (3.2) with respect to \( h \) and set \( h = 0 \). After cancelling \( 1/m! \) on each side, and observing that the terms with \( k > m \) must vanish, this gives

**Meyer’s formula.** If \( g \) and \( f \) are functions with a sufficient number of derivatives, then

\[
\frac{d^m}{dt^m} g(f(t)) = \sum_{k=0}^{m} \frac{g^{(k)}(f(t))}{k!} \left\{ \frac{d^m}{dh^m} (f(t + h) - f(t))^k \right\}_{h=0}.
\]

This result appears in [37] under the name “Schlömilch’s formula”, with reference to [60], but Schlömilch attributes it to [48] there and in [59]. Meyer proceeded to expand \((f(t + h) - f(t))^k\) by the binomial theorem:

\[
(f(t + h) - f(t))^k = \sum_{j=0}^{k} \binom{k}{j} (-f(t))^{k-j} (f(t + h))^j.
\]

Now we have only to take \( m \) derivatives of \((f(t + h))^j\) with respect to \( h \) and then set \( h = 0 \). Equivalently, by the chain rule, we may take \( m \) derivatives of \((f(t + h))^j\) with respect to \( t + h \) and then set \( h = 0 \); but this amounts to taking \( m \) derivatives of \((f(t))^j\) with respect to \( t \), and thus Meyer derived

**Hoppe’s formula.** If \( g \) and \( f \) are functions with a sufficient number of derivatives, then

\[
\frac{d^m}{dt^m} g(f(t)) = \sum_{k=0}^{m} \frac{g^{(k)}(f(t))}{k!} A_{m,k}(f(t)),
\]

where

\[
A_{m,k}(f(t)) = \sum_{j=0}^{k} \binom{k}{j} (-f(t))^{k-j} \frac{d^m}{dt^m} (f(t))^j.
\]

This also has an easy proof, which I have not seen in the literature, using the recurrence

\[
\frac{d}{dt} A_{m,k}(f(t)) = A_{m+1,k}(f(t)) - f'(t) A_{m,k-1}(f(t)),
\]

where \( A_{m,0}(f(t)) = 0 \) unless \( m = 0 \), when it equals 1. The theorem was published at least three times by Reinhold Hoppe. It is a main result of his monograph [32] of 1845, a summary of which appeared in Crelle’s Journal the following year [33]. I have not seen [32], but neither [33] nor the much later [34] has a proof. If [32] has one, we may infer from [59] and [60] that it is not Meyer’s. Meyer seems to have been unaware of Hoppe’s work; his only reference is to [58], one of two earlier papers of Schlömilch that contains the special cases \( f(t) = e^t \) and \( f(t) = t^k \) of the interior function. (The similar [57] appeared in Crelle’s Journal in the same year as [33].) While Schlömilch does not mention Hoppe’s formula in these papers, he did learn of Hoppe’s work later, and he gave a different derivation. It is evident that

\[
\frac{d^m}{dt^m} g(f(t)) = \sum_{i=0}^{m} \frac{g^{(i)}(f(t))}{i!} A_{m,i}(f(t))
\]
for some quantities $A_{m,i}(f(t))$ that depend only on $f(t)$, not on $g(u)$. To find them, take $g(u) = 1, u, u^2, \ldots, u^m$ in turn. Since $d^i u^j / du^j = i! \binom{j}{i} u^{j-i}$, substituting these choices of $g(u)$ into (3.4) gives

$$
\frac{d^m}{dt^m} (f(t))^j = \sum_{i=0}^{j} \binom{j}{i} (f(t))^{j-i} A_{m,i}(f(t)) \quad \text{for each } 0 \leq j \leq m. \tag{3.5}
$$

The rest of the argument can be described succintly: apply the inverse relation

$$
b_j = \sum_{i=0}^{j} \binom{j}{i} (-1)^j a_i \quad \iff \quad a_k = \sum_{j=0}^{k} \binom{k}{j} (-1)^j b_j
$$

to (3.5). Schlömilch did not cast it in these terms, but presumably one would not find this proof without some inkling of the general principle. Multiply (3.5) by $\binom{k}{j} (-f(t))^{-j}$ for each $j$, $0 \leq j \leq k$, and sum on $j$:}

$$
\sum_{j=0}^{k} \binom{k}{j} (-f(t))^{-j} \frac{d^m}{dt^m} (f(t))^j = \sum_{j=0}^{k} \binom{k}{j} (-f(t))^{-j} \sum_{i=0}^{j} \binom{j}{i} (f(t))^{j-i} A_{m,i}(f(t))
= \sum_{j=0}^{k} \binom{k}{j} (-f(t))^{-j} A_{m,i}(f(t)) \sum_{j=0}^{k} \binom{k}{j} (-f(t))^{-i} = \binom{k}{j} (-f(t))^{-i} A_{m,i}(f(t)) \sum_{j=0}^{k} \binom{k}{j} (-1)^{j-i}.
$$

The inner sum is $(1 - 1)^{k-i}$, so it equals 1 if $i = k$ and is 0 otherwise. Then we have

$$
\sum_{j=0}^{k} \binom{k}{j} (-f(t))^{-j} \frac{d^m}{dt^m} (f(t))^j = (-f(t))^{-k} A_{m,k}(f(t)),
$$

which is (3.3). Schlömilch gave this argument in [59], and again later in [60]. An interesting variation was given by Mossa [49]. First note the

**Lemma.** If $f_1, f_2, \ldots, f_k$ are functions with a sufficient number of derivatives, then

$$
\frac{d^m}{dt^m} \{f_1(t) f_2(t) \cdots f_k(t)\} = \sum_{j_1+\cdots+j_k=m} \binom{m}{j_1, \ldots, j_k} f_1^{(j_1)}(t) \cdots f_k^{(j_k)}(t).
$$

Taking each $f_i(t)$ equal to $f(t)$ here gives

$$
\frac{d^m}{dt^m} (f(t))^k = \sum_{j_1+\cdots+j_k=m} \binom{m}{j_1, \ldots, j_k} f_1^{(j_1)}(t) \cdots f_k^{(j_k)}(t), \tag{3.6}
$$

and comparing (3.6) with (3.5) we get

$$
\sum_{i=0}^{k} \binom{k}{i} (f(t))^{k-i} A_{m,i}(f(t)) = \sum_{j_1+\cdots+j_k=m} \binom{m}{j_1, \ldots, j_k} f_1^{(j_1)}(t) \cdots f_k^{(j_k)}(t). \tag{3.7}
$$

Mossa then asked for the coefficient of $(f(t))^{k-i}$ on the right side of (3.7). To get $(f(t))^{k-i}$ there we need exactly $k - i$ of the $j_h$'s to be zero. There are $\binom{k}{i}$ different
ways to choose the positive $j_h$’s, so the desired coefficient is
\[
\binom{k}{i} \sum_{j_1 + \cdots + j_i = m \atop j_h \geq 1} \binom{m}{j_1, \ldots, j_i} f^{(j_1)}(t) \cdots f^{(j_i)}(t),
\]
and therefore (3.7) implies that
\[
A_{m,i}(f(t)) = \sum_{j_1 + \cdots + j_i = m \atop j_h \geq 1} \binom{m}{j_1, \ldots, j_i} f^{(j_1)}(t) \cdots f^{(j_i)}(t)
\]
if $m \geq 1$; this, together with (3.4), is Riordan’s formula (2.2).

Schlömilch’s argument also appears, without any reference, in Bertrand’s *Traité de Calcul différentiel* [6] of 1864, which seems to be the first appearance of Hoppe’s formula in the French literature. (Although Meyer’s paper [48] is in French, it appeared in Grunert’s *Archiv der Mathematik und Physik*. Coincidentally, 25 years later Hoppe became editor of the Archiv when Grunert died in 1872, and held the job until his own passing in 1900. Thus he had no lack of opportunities to publish any proof that he might have possessed.) Bertrand pointed out that we may rewrite (3.3) as
\[
A_{m,k}(f(t)) = (f(t))^k \frac{d^m}{dt^m} \left( \frac{f(t)}{\alpha} - 1 \right)^k,
\]
where $\alpha$ is to be considered a constant until the binomial has been expanded and the differentiations performed, and only then set equal to $f(t)$. Fais also made this observation [21], though he may not have done so independently. Hoppe’s formula is discussed on pp. 138–141 of [6], and Faà di Bruno’s formula (without a reference) on pp. 308–309. Fais gives a reference to [6] for the latter, but not the former, so he might have missed (3.8), but it could also be that he forgot he had seen it there. Hermite included Hoppe’s formula (but not Faà di Bruno’s) in his *Cours d’Analyse* [30], attributing it to [6] while giving Meyer’s proof.

Hoppe’s formula could be considered an unsatisfactory solution to the higher chain rule problem, in that it merely reduces to the case where the exterior function $g$ is a power function. A more interesting remark is that no powers of $f$ itself (nor any minus signs) can actually appear in the final answer. This means that all the terms in (3.3) with $j < k$ must ultimately cancel—the only contributions that survive come from $j = k$. Some constituents of the $j = k$ term still have a factor $f(t)$, so they too must vanish; thus Hoppe’s formula simplifies to

**Scott’s formula.** If $g$ and $f$ are functions with a sufficient number of derivatives, then
\[
\frac{d^m}{dt^m} g(f(t)) = \sum_{k=0}^{m} \frac{g^{(k)}(f(t))}{k!} \left\{ \left[ \frac{d^m}{dt^m} (f(t))^k \right] \right|_{f(t)=0} \right\}.
\]

This theorem (more or less) is in a little-known paper from 1861 by George Scott [63], which is, I believe, the first work to contain both Faà di Bruno’s and Hoppe’s formulas, and the first appearance of either in English. Both are unreferenced, but it seems reasonable to suppose that Scott was at least aware of [17], which
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was in the Quarterly Journal of Pure and Applied Mathematics just four years before [63] appeared there. I know two other sources in English for Hoppe’s formula: Schwatt’s book [62], with no reference, where one of the proofs is a less elegant version of Schlömilch’s; and [23] (whose title deserves some sort of award), with a reference to [6].

If we set \( f(t) = 0 \) in (3.6) (so that the only terms that survive are those with each \( j_i \geq 1 \)) and substitute in Scott’s formula, Riordan’s formula falls out. This remark is essentially due to Marchand, in his survey paper [45], the only other reference I know for Scott’s formula (which one could also prove by using Marchand’s idea in the other direction). Fais proved Faà di Bruno’s formula in a similar way using (3.4), (3.8), and (3.6) [21]. One may also derive Faà di Bruno’s formula directly from (3.2):

\[
(f(t + h) - f(t))^k = \left(\sum_{j_1=1}^{\infty} f^{(j_1)}(t) \frac{h^{j_1}}{j_1!}\right) \cdots \left(\sum_{j_k=1}^{\infty} f^{(j_k)}(t) \frac{h^{j_k}}{j_k!}\right)
= \sum_{m=k}^{\infty} \frac{h^m}{m!} \sum_{j_1 + \cdots + j_k = m \atop j_i \geq 1} \left(\begin{array}{c} m \\ j_1, \ldots, j_k \end{array}\right) f^{(j_1)}(t) \cdots f^{(j_k)}(t)
= k! \sum_{m=k}^{\infty} \frac{h^m}{m!} B_{m,k} \left( f'(t), f''(t), \ldots, f^{(m-k+1)}(t) \right),
\]

and so (3.2) becomes

\[
g(f(t + h)) = \sum_{k=0}^{\infty} g^{(k)}(f(t)) \sum_{m=k}^{\infty} \frac{h^m}{m!} B_{m,k} \left( f'(t), f''(t), \ldots, f^{(m-k+1)}(t) \right)
= \sum_{m=0}^{\infty} \frac{h^m}{m!} \sum_{k=0}^{m} g^{(k)}(f(t)) B_{m,k} \left( f'(t), f''(t), \ldots, f^{(m-k+1)}(t) \right).
\]

Here is an expansion of \( g(f(t + h)) \) in powers of \( h \), and Riordan’s formula follows after comparison with (3.1). Bertrand obtained the classical Faà di Bruno formula (with a few misprints) by this method in [6]. His argument appears in the German literature much later, in a paper by Franz Meyer [47], who seems to have learned it from Dedekind. The proof in [63] is also along these lines, using the symbolic form \( \phi(y + h) = e^{h \frac{d}{dy}} \phi(y) \) of Taylor’s theorem. The main idea is older yet, as we see in the next section.

4. THE SECRET HISTORY OF FAÀ DI BRUNO’S FORMULA. Schlömilch’s proof of Hoppe’s formula exploits the fact that, since one can see \textit{a priori} that the factor multiplying \( g^{(k)}(f(t)) \) depends only on \( f \), not on \( g \), one may specialize \( g \) to find it. The best-known proof of Faà di Bruno’s formula also uses this idea, with an exponential function for \( g \). Ironically, it dates back to a paper that is almost entirely unknown, namely [1], which we met in the preceding section. Five years before Faà di Bruno’s papers, T. A. expanded \( e^p \varphi(x+h) \) in powers of \( h \). On one hand, by Taylor’s theorem,

\[
e^p \varphi(x+h) = \sum_{n=0}^{\infty} \left\{ \frac{d^n}{dx^n} e^p \varphi(x) \right\} \frac{h^n}{n!}.
\]
On the other hand, if we expand \( \varphi(x + h) \) then we get

\[
e^{\varphi(x+h)} = e^{\varphi(x)} e^{\varphi'(x)h} e^{\varphi''(x)\frac{h^2}{2!}} \cdots
\]

Developing all factors except the first in infinite series and rearranging, we have

\[
e^{\varphi(x+h)} = \sum_{n=0}^{\infty} \frac{h^n}{n!} \sum_{k=0}^{n} p^k e^{\varphi(x)} \frac{1}{b_1! \cdots b_n!} \left( \frac{\varphi'(x)}{1!} \right)^{b_1} \cdots \left( \frac{\varphi^{(n)}(x)}{n!} \right)^{b_n}, \tag{4.2}
\]

where the innermost sum is over all different collections of nonnegative integers \( b_1, \ldots, b_n \) satisfying \( b_1 + b_2 + \cdots + b_n = k \) and \( b_1 + 2b_2 + \cdots + nb_n = n \). T. A. obtained what we now call Faà di Bruno’s formula by comparing (4.1) with (4.2).

T. A. was described in [1] and its sequel [2] as “Ancien élève [alumnus] de l’École Polytechnique”. It appears that he was an artillery captain named J. F. C. Tiburce Abadie. He made several contributions to the Nouvelles Annales de Mathématiques around 1850, of which (in my opinion) [1] and [2] are the most notable. He seems to have stopped doing mathematics soon afterwards, as his last work for the Nouvelles Annales came out in 1855. Apart from [2], I know of only three references to [1]. Fais and Mossa mentioned it in the same volume of Battaglini’s Giornale in 1875 [21], [49], and Marchand discussed [1] and [2] in [45] a decade later. [2] was one of several papers appended by Combescure to [8], his French translation of Brioschi’s book on determinants, and Muir also comments on it in [51]. It begins with T. A.’s formula of the preceding section, and never mentions Faà di Bruno’s formula.

There are several umbral calculus proofs in the same spirit as T. A.’s proof. The first, by Riordan [53], predates the rigorousization of umbral techniques by Rota and several collaborators. Subsequent papers by Roman [54] and Chen [11] eventually put Riordan’s argument on a firm foundation.

The first doctoral thesis in mathematics at the Friedrich-Wilhelms-Universität in Berlin (see [7]) was [55], completed by Heinrich Ferdinand Scherk in 1823. In section 5 of his dissertation, Scherk wrote that, if \( z \) is a function of \( y \) and \( y \) a function of \( x \), then (in his notation) the coefficients \( A \) in the expansion

\[
\frac{d^nz}{dx^n} = A \frac{d^n z}{dy^n} + A \frac{d^{n-1} z}{dy^{n-1}} + A \frac{d^{n-2} z}{dy^{n-2}} + \cdots + A \frac{d^2 z}{dy^2} + \cdots + A \frac{dz}{dy} \tag{4.3}
\]

are

\[
A = \sum \frac{\left( \frac{d^1 z}{dx^1} \right)^{\alpha_1} \left( \frac{d^2 z}{dx^2} \right)^{\alpha_2} \left( \frac{d^3 z}{dx^3} \right)^{\alpha_3} \cdots \left( \frac{d^{n-k+1} z}{dx^{n-k+1}} \right)^{\alpha_{n-k+1}}}{\prod_{i=1}^n [\alpha_i]^\frac{1}{\alpha_i} \prod_{i < j} [\alpha_i \cdot \alpha_j]^\frac{1}{\alpha_i \cdot \alpha_j} \cdots \prod_{i < j < k} [\alpha_i \cdot \alpha_j \cdot \alpha_k]^\frac{1}{\alpha_i \cdot \alpha_j \cdot \alpha_k}} \tag{4.4}
\]

where the sum is over all collections of nonnegative integers \( \alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_{n-k+1} \) satisfying the pair of equations

\[
\begin{align*}
\frac{1}{\alpha_1} + \frac{2}{\alpha_2} + \frac{3}{\alpha_3} + \cdots + \left( n - k + 1 \right) \frac{n-k+1}{\alpha_{n-k+1}} &= n, \\
\frac{1}{\alpha_1} + \frac{2}{\alpha_2} + \frac{3}{\alpha_3} + \cdots + \left( n - k + 1 \right) \frac{n-k+1}{\alpha_{n-k+1}} &= k.
\end{align*}
\]

Scherk’s formulation incorporates the fact that there can be at most \( n - k + 1 \) positive \( \alpha \)’s, as in the definition of the Bell polynomials, a reduction not made by most later
writers. He pointed out that Crelle had recently considered the same problem in [15]. Crelle gave a number of special cases of Faà di Bruno’s formula, up to \( n = 6 \); there is also an unsuccessful attempt to write down the general case. In some sense he knew what the formula should be, but could not see how to describe it in general. This may explain his interest in Hoppe’s work many years later.

Scherk’s evident motivation is rather surprising. His thesis is primarily concerned with Stirling numbers. After writing down an example with \( n = 5 \) and \( k = 3 \), he observed that if we take \( y = e^x \) and \( z = e^{ax} = y^a \) in (4.3) and (4.4), then we can derive

\[
a^n = \sum_{k=0}^n \binom{n}{k} (-r)^{n-k} (a)_{k,r},
\]

which he attributed to Kramp’s book [40]; this expresses the power functions \( a^n \) in terms of the rising factorials \( (a)_{k,r} := a(a + r)(a + 2r) \ldots (a + (k - 1)r) \), where \( (a)_{0,r} := 1 \). To be more precise, with these choices of \( y \) and \( z \), the sum for \( A \) may be evaluated by (2.1), and this results in the case \( r = -1 \) of (4.5). The general case then follows by replacing \( a \) by \(-a/r\). One might instead prove (4.5) by induction, using the recurrence

\[
\binom{n + 1}{k} = \binom{n}{k-1} + k \binom{n}{k}.
\]

Several papers on Faà di Bruno’s formula refer to p. 325 of the first volume of Lacroix’s *Traité du Calcul différentiel et du Calcul intégral*, 2nd edition [41], which dates back to 1810. Lacroix wrote there that, if \( y \) is a function of \( x \), then

\[
\phi(y) + \frac{d\phi(y)}{dx} \frac{dx}{1} + \frac{d^2\phi(y)}{dx^2} \frac{dx^2}{1.2} + \frac{d^3\phi(y)}{dx^3} \frac{dx^3}{1.2.3} + \text{etc.}
\]

(4.6)

Lacroix concluded that \( d^n\phi(y)/1.2 \ldots n \, dx^n \) must equal the coefficient of \( dx^n \) on the right side (a precursor of Meyer’s observation), but volume 1 leaves it at that. Volume 3 came out nine years later, and by then Lacroix had seen how to complete the calculation. Assuming again that \( y \) is a function of \( x \), he wrote

\[
\frac{d^n\phi(y)}{dx^n} = \frac{d^n\phi(y)}{dy^n} T_0^n + n \frac{d^{n-1}\phi(y)}{dy^{n-1}} T_1^{n-1} + n(n-1) \frac{d^{n-2}\phi(y)}{dy^{n-2}} T_2^{n-2} \ldots \ldots \ldots
\]

\[
\ldots ... + n(n-1)(n-2) \ldots 2 \frac{d\phi(y)}{dy} T_1^{n-1},
\]

where \( T_r \) is the coefficient of \( dx^r \) in the expansion of

\[
\left( \frac{dy}{dx} + \frac{d^2y}{dx^2} \frac{dx}{1.2} + \frac{d^3y}{dx^3} \frac{dx^2}{1.2.3} + \text{etc.} \right)^r,
\]

which, he further wrote (with reference to section 24 of the *Introduction* in volume 1), is

\[
\frac{1.2.3 \ldots r}{1.2 \ldots a.1.2 \ldots b.1.2 \ldots c \times \text{etc.}} \times (\frac{dy}{dx})^a (\frac{d^2y}{dx^2})^b (\frac{d^3y}{dx^3})^c \text{ etc.},
\]
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where \( a, b, c, \ldots \) satisfy

\[
\begin{align*}
a + b + c + \text{etc.} &= r, \\
b + 2c + \text{etc.} &= s.
\end{align*}
\]

This is on p. 629 of volume 3 of [41], in a long concluding section entitled *Corrections et Additions*. It is not in the first edition of the *Traité*, whose three volumes were published in 1797, 1798, and 1800, and (4.6) is not there either.

[41] is a snapshot (or perhaps a mural) of 18th century analysis, especially valuable now for the extensive bibliography in most sections. Although he was the outstanding textbook author of his time, it has been written that Lacroix made no original contribution to mathematics (on this point see [29, p. 113]), so one naturally wonders whether he had a source for this material. He does not give a reference for Faà di Bruno’s formula. The section in which (4.6) appears [41, vol. 1, pp. 315–326] lists three sources, one of which is *Du Calcul des Dérivations*, published in 1800 by L. F. A. Arbogast [4]. Much of the section is devoted to Arbogast’s work. While (4.6) comes near the end, and is not specifically attributed to Arbogast, on p. 3 of [4] one finds

\[
\phi \left( a + \frac{D_a x}{1} + \frac{D^2_a x^2}{1.2} + \text{etc.} \right) = \phi a + \frac{D \phi a}{1} x + \frac{D^2 \phi a}{1.2} x^2 + \text{etc.}
\]

Arbogast noted that this equation could be used to work out the higher derivatives \( D^n \phi a \), giving examples when \( n = 2 \) and \( n = 3 \).

The first six cases of Faà di Bruno’s formula are on pp. 310–311 of [4]. At the bottom of p. 312 Arbogast gives a prose rule for writing down the general case, and on p. 313 he illustrates his rule by writing down the case \( n = 6 \) again, twice, followed by \( n = 7 \). Although he never gives a general formula, nor a proof of his rule, on pp. 43–44 of [4] there is a formula for the coefficient of \( x^n \) in \( (\zeta + \gamma x + \delta x^2 + \epsilon x^3 + \text{etc.})^n \). Thus Arbogast had most of the ingredients of Lacroix’s argument at hand, but he seems never to have written down Faà di Bruno’s formula as such.

5. CONCLUSION. One occasionally sees the variant spelling “Faà de Bruno”, which Faà di Bruno himself always used when writing in French. In his Italian papers he seems to be invariably “Cav. F. Faà di Bruno”. Francesco is his first name, and “Cav.” signifies “Cavaliere”; he was in the army for a number of years before deciding to study mathematics. In French he is most often “M. Faà de Bruno”, but in [19] he is “Chevalier François Faà de Bruno”, and in [20] “Chev. F. Faà de Bruno”.

Another bit of trivia: although Scherk published Faà di Bruno’s formula in Berlin in 1823, his thesis is in Latin, and the formula was apparently never printed in German before 1871. Hoppe restated his formula in 1870 [34], in volume 4 of the *Mathematische Annalen*, in response to the publication by Götting in volume 3 of a complementary result: the special case of Faà di Bruno’s formula where \( g(u) = u^k \) [27]. Volume 4 also has Most’s paper [50], which gives the general case. Scherk was still alive then, but, in his seventies and not mathematically active, he did not follow Hoppe’s example.

Scherk and Crelle were both familiar with Lacroix’s book. While Scherk did not mention it in his thesis [55], in 1825 he published a short book [56] which has several references to [41]. Some of the material in [55] is repeated in [56], but Faà di Bruno’s formula is not; thus Scherk missed an opportunity to publicize it, just as T. A. did 27 years later. There are several plausible reasons for this omission: Scherk may have known that the formula was in [41] (I think he probably did not know this in 1823, but he may have known it by 1825); he may have been bothered by a lack of proof; or he
may simply have thought it wasn’t that interesting. The first reason could also apply to T. A.

Although [15] contains several references to [41], Crelle must not have known that Faa di Bruno’s formula was there, or else he would have been able to write down the general case himself. How could he, and others, have missed it? Some contributing factors may be:

i. It was only in the second edition of the *Traité*, not the first.

ii. It was not in the second edition where it logically belonged, in the middle of the first volume, but rather near the end of the last volume, in a supplement.

iii. It was not the *Traité* but an abridgement, the *Traité Elementaire*, which was more commonly used as a textbook.

iv. The translations of the *Traité* into German and into English were also abridged.

v. At the time that the last volume of [41] came out, Cauchy was reforming the calculus sequence at the École Polytechnique. The impact of this was profound; it is still felt today in calculus and analysis, and over time it diminished the influence of the *Traité* considerably.

We could add to this list the fact that Bertrand’s *Traité* was in many ways a new and improved version of Lacroix’s, so whatever audience [41] still had by 1864 was further reduced by [6]. Bertrand may be the most likely of our authors to have known that Faa di Bruno’s formula was in [41]. I also think he is as likely to have read [1] and [2] as [16] or [17].

Faa di Bruno’s other mathematical accomplishments, of which an excellent account may be found in [9], have caused him to receive more credit for the higher chain rule than he deserves. His book [20] on binary forms was well known throughout Europe—written in French, published in Italy, translated into German, and on a subject of great interest to Cayley and Sylvester, leading British mathematicians of the time. The name “Faa di Bruno’s formula” came into use only after the appearance of [20]. As far as I know, the only references before that to Faa di Bruno’s work in this area are to [16] by Italians (Faa di Bruno himself and [22], [21], [49]).

I cannot explain how Faa di Bruno, who was living in Paris when he wrote [16], [17], and [18], could have overlooked [1], which appeared in a prominent French journal only five years earlier. I find this one of the most puzzling aspects of the whole subject, especially since the sequel [2] was in the same journal only three years before Faa di Bruno wrote [16] and [17]. One wonders about his decision to publish the French version [17] in a British journal, which made it less likely that anyone familiar with [1] or [41] would see it. But there is a very good reason why someone whose primary interest was invariant theory should have sent a paper to the *Quarterly Journal of Pure and Applied Mathematics* at that time: Sylvester had just become its editor.

One also wonders how two Italians knew of [1] when it seems to have been virtually unknown in France. Perhaps Fais and Mossa (who was evidently Fais’ student) got this reference from Faa di Bruno—who else in Italy in 1875 was more likely to know about T. A.’s work? On the other hand, if we are to judge only from their publications, Fais seems more familiar with the literature in this area than Faa di Bruno; he also cites [27] and [50]. One might instead wonder whether Faa di Bruno had read [21] or [49] by the time he completed [20].

It is easy to see why Faa di Bruno’s formula should have won out over Hoppe’s formula and the other candidates, and one might better ask why Hoppe’s formula was seen as a serious rival in the 1860s and 1870s. I believe that the Bell polynomial (or equivalently the set partition) version is really the fundamental form of the result.
While the demise of Hoppe’s formula is un lamented, I also think that Scott’s formula deserves to be better known.

Finally, one is struck by the obscurity of many of the names in our story. (An easy if not altogether satisfying explanation: this is made possible by the lack of depth of the subject.) It would be nice to have more biographical information about some of them, T. A. especially. I know of two good sources for Hoppe: the obituary notice [42], and Biermann’s history [7] of the mathematics department at Berlin University. The latter also has some information about Scherk. Background on Lagrange may be found in [29], an unsurpassed reference for early 19th century French mathematics. Faà di Bruno has been the subject of several Italian biographies focusing on the religious aspects of his life. He was ordained a Roman Catholic priest on October 22, 1876, was a pioneer in charitable works, and was declared a Saint on September 25, 1988. In his last two papers for Sylvester’s American Journal of Mathematics he was “the Rev. Faà de Bruno” and “l’Abbé Faà de Bruno”. One might only wish that this admirable man had either read more or been a little more saintly in his citations.

6. ACKNOWLEDGEMENTS AND SOURCES. I seldom thought about Faà di Bruno’s formula after [36] was published until I saw a preliminary version of [68], which rekindled my interest. I thank Winston Yang for writing it, and George Andrews for sending it to me.

I should perhaps say something further about references. I might never have begun this project had I not come across [45] and the reference there to T. A.’s work; thus I owe much to [13] and the outstanding bibliography therein. Marchand seems to have read nearly everything ever published on this subject in France, but not much else. Unfortunately he failed to spot Faà di Bruno’s formula in [41]. He also missed [17] and [48], which were both written in French but published elsewhere.

Although I was misled by it once or twice, a short history of the higher chain rule that was very helpful is in Lukacs’ paper [43]. Much of Lukacs’ history was evidently drawn from the article by Voss in the Encyklopädie der Mathematischen Wissenschaften [67]. Voss is an excellent source on the German contributions to the subject from 1845 on; otherwise he mentions only [16] and [41], though he too missed Faà di Bruno’s formula in Lacroix’s third volume. To paraphrase an old joke, Voss is Marchand with some changes of sign.
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