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Introduction. The study of convex sets is a branch of geometry, analysis, and linear algebra that has numerous connections with other areas of mathematics and serves to unify many apparently diverse mathematical phenomena. It is also relevant to several areas of science and technology.

Victor Klee did his undergraduate work at Pomona College and went on to the Ph.D. at the University of Virginia under Prof. E. J. McShane. He was in the Faculty at Virginia for several years and spent a year at the Institute of Advanced Study before he joined the Faculty at the University of Washington. He has spent two years leave of absence at the University of Copenhagen and one year at UCLA; he received an Honorary Degree from Pomona College in 1965. He has done extensive research on convexity, combinatorics, functional analysis, topology and related fields. He served on the Council of the A.M.S. and has also devoted considerable energy to the M.A.A.; it suffices to note that he is the current President. In addition to numerous research papers, Professor Klee edited the A.M.S. Pure Mathematics Symposium Vol. 7, Convexity (1963) and was the translator of Combinatorial Geometry in the Plane by Hadwiger and Debrunner (HRW 1964). In my opinion he is one of the leading experts on convexity in the world. Editor.
Though convex sets are defined in various settings (see [27] for a survey), the most useful definitions are based on a notion of betweenness. When \( E \) is a space in which such a notion is defined, a subset \( C \) of \( E \) is called convex provided that for each two points \( x \) and \( y \) of \( C \), \( C \) includes all points between \( x \) and \( y \). The most important setting, and the only one to be discussed here, is that in which \( E \) is a vector space over the real number field \( \mathbb{R} \) or, in particular, is the \( n \)-dimensional Euclidean space \( E^n \), and the points between \( x \) and \( y \) are those of the line segment \( xy \). Thus, a subset \( C \) of a real vector space is convex provided that \( C \) contains every segment whose endpoints both belong to \( C \). (For example, a cube in \( E^3 \) is convex but its boundary is not, for the boundary does not contain the segment \( xy \) unless \( x \) and \( y \) lie together in some 2-dimensional face of the cube.) The importance of convexity theory stems from the fact that convex sets arise frequently in many areas of mathematics and are often amenable to rather elementary reasoning. Even the infinite-dimensional theory is based to a considerable extent on 2- and 3-dimensional reasoning.

The first systematic study of convexity was made by Minkowski (1864–1909), whose works [71] contain, at least in germinal form, most of the important ideas of the subject. The early developments of convexity theory were finite-dimensional and directed mainly toward the solution of quantitative problems; an excellent survey of them was made by Bonnesen and Fenchel [14] in 1934. Since 1940, however, the combinatorial, qualitative, and dimension-free parts of the theory have tended to predominate, perhaps because of their many applications in other areas of mathematics. After some preliminary material that is relevant to all parts of the theory, the present exposition begins with the quantitative and combinatorial aspects because they are restricted to the finite-dimensional spaces that are most likely to be familiar to the reader. In discussing, later, the qualitative and dimension-free aspects of the theory, some slight familiarity with topological vector spaces is assumed. The reader who lacks this familiarity may restrict his attention to the case of Euclidean \( n \)-space \( E^n \).

A fascinating aspect of convexity theory is the large number of easily stated and intuitively appealing unsolved problems that it still contains. A few such problems are included here.

**Preliminary Material.** Any two distinct points \( x \) and \( y \) of a real vector space \( E \) determine a unique line. It consists of all points of the form \((1-\lambda)x+\lambda y\), \( \lambda \) ranging over all real numbers. Those points for which \( \lambda \geq 0 \) and for which \( 0 \leq \lambda \leq 1 \) form respectively the ray from \( x \) through \( y \) and the segment \( xy \). An affine set is one that contains all lines determined by pairs of its points; equivalently, it is a translate of a linear subspace. For example, the affine sets in \( E^3 \) are the empty set, the one-pointed sets, the lines, the planes, and \( E^3 \) itself. A hyperplane \( H \) in \( E \) is an affine set of deficiency or codimension 1; that is, \( H \) is not properly contained in any affine subset of \( E \) other than \( E \) itself. In particular, the hyperplanes of \( E^n \) are its affine subsets of dimension \( n-1 \). For any hyperplane \( H \), the complement \( E \sim H \) is expressible in a unique way as the union
of two convex sets. They are called the \textbf{open halfspaces} bounded by \( H \) and their unions with \( H \) are the \textbf{closed halfspaces} bounded by \( H \). Two sets \( X \) and \( Y \) are said to be \textbf{separated} by \( H \) provided that \( X \) lies in one of these closed halfspaces and \( Y \) in the other. The set \( X \) is \textbf{supported} by \( H \) at the point \( x \) provided that \( x \) belongs to \( X \) but is separated from \( X \) by \( H \). Fig. 1 shows a hyperplane \( H \) (in this case, a line) in \( E^2 \), separating the convex sets \( X \) and \( Y \) and supporting \( X \) at the point \( x \).
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Intimately related to the notion of a convex set is that of a convex function, which is important in most parts of convexity theory and in several areas of analysis. Let \( \phi \) be a real-valued function whose domain \( D \) lies in a real vector space \( E \). Then \( \phi \) is called \textbf{convex} provided that \( D \) is convex and \( \phi \) satisfies the inequality,

\[
\phi((1 - \lambda)x + \lambda y) \leq (1 - \lambda)\phi(x) + \lambda\phi(y),
\]

for all points \( x \) and \( y \) of \( D \) and all numbers \( \lambda \) between 0 and 1. Equivalently, \( \phi \) is a convex function if and only if its \textbf{epigraph} \( G \) is a convex set, where \( G \) is the subset of the product space \( E \times \mathbb{R} \) consisting of all ordered pairs \((x, \tau)\) such
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that \( x \in D \) and \( \tau \geq \phi(x) \). Fig. 2 shows a convex function \( \phi \), its domain \( D \), and its epigraph \( G \).

A function is called **concave** provided that its negative is convex, and **affine** provided that it is both convex and concave. A real-valued function on \( E \) is affine if and only if it differs by a constant from a linear function. The hyperplanes \( H \) in \( E \) are precisely the zero sets of the nonconstant affine functionals \( f \) on \( E \). If \( H \) is the set of all \( x \) for which \( f(x) = 0 \), then the closed halfspaces bounded by \( H \) are determined by the inequalities \( f(x) \leq 0 \) and \( f(x) \geq 0 \).
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The **convex hull** of a set \( X \), denoted here by \( \text{con } X \), is the intersection of all convex sets containing \( X \). It is convex, as is any intersection of convex sets, and hence is the smallest convex set containing \( X \). (Fig. 3 shows a nonconvex plane set and its convex hull.) Equivalently, \( \text{con } X \) is the set of all **convex combinations** of \( X \)—that is, points of the form \( \sum \lambda_i x_i \), where the \( x_i \)'s are points of \( X \) and the \( \lambda_i \)'s are positive numbers whose sum is 1. For any such combination and for any convex function \( \phi \) whose domain contains \( X \),

\[
\phi \left( \sum_{1}^{b} \lambda_i x_i \right) \leq \sum_{1}^{b} \lambda_i \phi(x_i).
\]

The **closed convex hull** of a set is the closure of its convex hull.

A point \( x \) of a convex set \( C \) is called an **extreme point** of \( C \) provided that \( C \sim \{x\} \) is convex or, equivalently, that \( x \) is not an inner point of any segment in \( C \). More generally, a **face** of \( C \) is a convex set \( F \subseteq C \) such that \( F \) is not "crossed" by any segment in \( C \)—that is, \( xy \subseteq F \) whenever \( x \) and \( y \) belong to \( C \) and \( F \) includes an inner point of \( xy \). (For example, a cube in \( E^3 \) has six 2-faces, twelve 1-faces (edges), and eight 0-faces (extreme points). It is the convex hull of its set of extreme points.)

The terms **body** and **cone** are used in different ways by various authors. Here **body** always means a bounded closed subset of \( E^n \) that has nonempty interior, and **cone** means a set in a real vector space which is a union of rays from the origin \( O \).
Quantitative Aspects. Convexity is a basic notion in the so-called geometry of numbers, and, indeed, it was the latter subject that led Minkowski to many of his investigations. One of his most striking results is that if $C$ is a convex body in $E^n$ which is symmetric about the origin $O$ (that is, $x \in C$ implies $-x \in C$), and if the volume $V(C)$ is at least $2^n$, then $C$ includes at least one point other than $O$ whose coordinates are all integers [21].

A packing of convex bodies is an arrangement in which no two of the bodies have common interior points. In addition to being of interest for themselves, packing problems are found in number theory, information theory, crystallography, botany, virology, and other areas of science. Often the interest is in packings of maximum density. The densest packing of congruent circular disks in $E^2$ is one in which the disks are inscribed in nonoverlapping regular hexagons covering $E^2$; each disk touches six others. (See Fig. 4.) It has long been conjectured that a densest packing of congruent spherical balls in $E^n$ is the cubic close-packing of Kepler, obtained by imagining the space to be divided into black and white cubes forming a 3-dimensional chessboard, and then placing a ball concentric with each black cube and tangent to each of the twelve edges of the cube; each ball touches twelve others. However, the conjecture has been proved only for packings of congruent balls whose centers form a lattice (if $x$ and $y$ are centers then so is $2x - y$). ([35] [81])
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There is a rich collection of quantitative results involving such measurements of convex bodies as volume, surface area, diameter, etc. Many extremal problems concerning such measurements have spherical balls or or simplices as their solutions. (A simplex in $E^n$ is the convex hull of $n+1$ points not contained in any hyperplane.) For example, the isoperimetric inequality asserts that if $S$ and $V$ are respectively the surface area and the volume of a convex body $C$ in $E^n$, and if $\omega$ is the volume of an $n$-dimensional ball of unit radius, then $S^n \geq n\omega V^{n-1}$, with equality if and only if $C$ is a ball. Thus of all bodies with given volume, balls have the least surface area [13] [14] [46] [47]. Any convex body $C$ of $E^n$ lies in a unique ball of minimum radius $r$. Jung’s inequality, of interest in approximation theory, asserts that if $C$’s diameter is $d$ then $r \leq (n/(2n+2))^{1/d}d$, with equality if and only if $C$ is a regular simplex [27] [47]. Loewner’s theorem
asserts that any body in $E^n$ lies in a unique ellipsoid of minimum volume [28].

Convex sets are prominent in the theory of geometric probability. For example, the following problem was posed (in a different form) by Sylvester. Let $C$ be a convex body of unit volume in $E^n$ and let $n+1$ points be chosen from $C$, independently and at random. Except in degenerate cases, the convex hull of these points is an $n$-simplex. What is the expected volume, $V_C$, of the simplex? For $n=2$, the values of $V_C$ are between $1/12$ and $35/48\pi^2$, attained respectively when $C$ is a triangle and when $C$ is an ellipse. For larger values of $n$, $V_C$ is known when $C$ is a ball but not when $C$ is a simplex [61].([55] [72][73])

For convex bodies $C_1, \cdots, C_k$ in $E^n$ and positive numbers $\lambda_1, \cdots, \lambda_k$, the set of all points of the form $\lambda_1 x_1 + \cdots + \lambda_k x_k$ with $x_i \in C_i$ is another convex body $C$, denoted by $\lambda_1 C_1 + \cdots + \lambda_k C_k$. When $C_1, \cdots, C_k$ are fixed, the volume of $C$ is expressible as a homogeneous polynomial of degree $n$ in the parameters $\lambda_1, \cdots, \lambda_k$. Some of the deepest parts of the quantitative theory concern the coefficients of this polynomial, which are called the mixed volumes of $C_1, \cdots, C_k$. A basic tool in the study of mixed volumes is the Brunn-Minkowski theorem asserting that for $0 < \lambda < 1$, $(\lambda V((1-\lambda)C_1 + \lambda C_2))^{1/n} \geq (1-\lambda)(V(C_1))^{1/n} + \lambda(V(C_2))^{1/n}$ (that is, the $n$th root of the volume is a concave function of $\lambda$) and characterizing the cases of equality. Inequalities for mixed volumes yield the isoperimetric inequality and other inequalities of immediate geometric interest. ([14] [46] [47])

A convex body $C$ in $E^n$ is said to be of constant breadth $b$ provided that $b$ is the distance between any two parallel supporting hyperplanes of $C$; equivalently, $C$ is of diameter $b$ and the diameter is increased by adding any point of $E^n$ not in $C$. From the second description it follows that any set of diameter $\leq b$ in $E^n$ lies in at least one convex body of constant breadth $b$. Hence the following problem of Borsuk can be reduced to the case in which $X$ is a convex body of constant breadth: Can every set $X$ of diameter 1 in $E^n$ be covered by
$n+1$ sets of diameter $<1$? The answer is affirmative for $n \leq 3$, unknown for $n > 3$ [42]. Noncircular plane convex bodies of constant breadth have been studied by many mathematicians. Their special properties have led to their use in kinematic linkages and in other mechanisms. Any such body can be placed in a square and then "rotated" while remaining in contact with all four sides of the square. (See Fig. 5.) ([5] [14] [87])

Having mentioned some unsolved problems in $E^4$ and $E^4$, we end this section with one in $E^3$. A chord of a convex body is a segment joining two boundary points, and an equichordal point is one through which all chords are of equal length. Does any plane convex body have two equichordal points? [60]

**Combinatorial Aspects.** Much of combinatorial convexity theory deals with intersection properties of convex sets. The intersection $C$ of any family of convex sets is itself convex, though $C$ may be empty. Helly’s theorem asserts that $C$ is nonempty if the convex sets are all in $E^n$, each $n+1$ of them have nonempty intersection, and the family is finite or its members are all compact. There are numerous generalizations and applications of Helly’s theorem. From its 1-dimensional form it follows that if $C$ is a cube in $E^n$ then any family of pairwise intersecting translates of $C$ has nonempty intersection. In fact, a convex body $C$ has this intersection property if and only if $C$ is affinely equivalent to a cube. ([27] [48] [87])
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**Fig. 6**

The problem of determining all intersection properties of convex sets is not trivial even in $E^1$. It leads to the notion of an interval graph, which has been used in such diverse fields as molecular genetics, psychophysics, archaeology, and ecology. For any family of sets the associated intersection graph is an abstract graph having a node for each member of the family, two nodes being joined by an arc of the graph if and only if the corresponding sets intersect. Fig. 6 shows a family of convex sets and its intersection graph. Any finite graph can be realized as the intersection graph of a family of convex bodies in $E^3$, but not so in $E^2$ or $E^1$. An interval graph is one that is the intersection graph of a finite family of convex bodies in $E^1$. Such graphs have been characterized in various ways, but the corresponding problem relative to $E^2$ is still open. ([84] [86])

Another area of combinatorial research is concerned with the representation of convex hulls. The simplest and most useful result is Carathéodory’s theorem, asserting that if $X \subseteq E^n$ and $u \in \text{con} X$ then $u \in \text{con} Y$ for some set $Y$ consisting
of $n+1$ or fewer points of $X$. For example, when $X \subset E^3$ any point of con $X$ belongs to $X$, to a segment determined by two points of $X$, or to a triangle determined by three points of $X$. Carathéodory's theorem has many generalizations and applications, including the fact that con $X$ is compact for each compact $X \subset E^n$ ([27] [79]).

The most extensive combinatorial developments deal with the facial structure of convex polyhedra. Though terminology has not been standardized, we here use the term **polyhedron** to mean a subset of $E^n$ that is the intersection of a finite number of closed halfspaces. Of special interest are the bounded polyhedra, here called **polytopes**, and the polyhedral cones. By the lemma of Farkas, a set is a polytope if and only if it is the convex hull of a finite set of points, and is a polyhedral cone if and only if it is the convex hull of a finite number of rays from the origin. More generally, the following five conditions on a set $P$ in $E^n$ are equivalent: (i) $P$ is a polyhedron; (ii) $P$ is a closed convex set whose number of faces is finite; (iii) $P$ is the convex hull of a finite system of points and rays; (iv) $P$ is the vector sum $B+C = \{b+c : b \in B, c \in C\}$ of a polytope $B$ and a polyhedral cone $C$; (v) $P$ is the closed convex hull of the union of a polytope $B$ and a translate of a polyhedral cone $C$. Fig. 7 shows a 2-dimensional polyhedron $P$ and the associated sets $B$ and $C$. ([56])
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In the combinatorial study of polyhedra, the first landmark was Euler's 1752 theorem asserting that $v-e+f=2$ for any 3-polytope, where $v$, $e$, and $f$ are respectively the numbers of vertices, edges, and 2-faces. (Extreme points of polyhedra are usually called **vertices**.) The generalization of Schlafli and Poincaré asserts that if $f_i(P)$ is the number of $i$-dimensional faces of an $n$-dimensional polytope $P$, then $\sum_{i=0}^n (-1)^i f_i(P) = 1 - (-1)^n$. The second landmark was Steinitz's 1934 theorem characterizing the graphs of 3-polytopes, the combinatorial structures formed by vertices and edges, as those that are planar (representable in $E^2$ without crossings) and 3-connected (between any two vertices.
there are three independent paths). The first graph of Fig. 8 corresponds to a cube. The second and third graphs of Fig. 8 do not correspond to any 3-polytope, for the first is not 3-connected and the second is not planar. However, the third graph does correspond to a 4-dimensional simplex. Various properties, including $n$-connectedness, have been established for the graphs of $n$-polytopes, but no combinatorial characterization is known for $n > 3$. ([43])
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A third landmark in the combinatorial study of polyhedra was the development, beginning in the late 1940's and still continuing, of computational techniques for minimizing linear functions on polyhedra. These techniques, known as linear programming, provide solutions to a wide range of practical optimization problems, and they are also useful for other computations involving polyhedra. Their importance led to a renewed interest in polyhedra and, for example, to rediscovery of the striking fact that for each $k > n$ there is an $n$-polytope with $k$ vertices such that each $\lfloor n/2 \rfloor$ vertices determine a face. A closely related development is the recent proof [70] that the maximum number of vertices possessed by any $n$-polyhedron with $k (n-1)$-faces is

$$\binom{k - \lfloor (n+1)/2 \rfloor}{k - n} + \binom{k - \lfloor (n+2)/2 \rfloor}{k - n}. \quad ([26] [43] [45] [59])$$

**Qualitative Aspects.** The topics to be discussed in this section include normed vector spaces, polarity, separation and support theorems, extreme point theorems, and fixed point theorems.

For a real-valued function $\phi$ on a real vector space $E$, any two of the following conditions imply the third: subadditivity $\phi(x+y) \leq \phi(x) + \phi(y)$ for all $x, y \in E$; positive homogeneity $\phi(\lambda x) = \lambda \phi(x)$ for all $x \in E$ and $\lambda \geq 0$; convexity. A norm is a function that satisfies these conditions as well as being symmetric ($\phi(-x) = \phi(x)$) and positive ($x \neq 0$ implies $\phi(x) > 0$). A normed vector space consists of a vector space $E$ together with a norm on $E$. The norm is usually denoted by $\| \|$, and leads to a useful notion of distance by defining the distance between $x$ and $y$ as $\|x-y\|$. The unit ball of such a space is the set of all points $x$ for which $\|x\| \leq 1$, while the unit sphere is defined by the condition $\|x\| = 1$. When $r = 2$, the function $\|x\| = (\sum_i |x_i|^2)^{1/2}$ is the usual Euclidean norm for $E^n$; an inequality of Minkowski asserts that it is a norm for all $r \geq 1$. In general, the notion of convexity plays a key role in the theory of inequalities, and many useful
inequalities assert merely that a certain function is convex. Another important norm for $E^n$ is given by

$$\|x\|_\infty = \max_{1 \leq i \leq n} |x_i|.$$ 

The unit ball for $\|\cdot\|_\infty$ is an $n$-dimensional cube and for $\|\cdot\|_1$ is a so-called cross-polytope (a regular octahedron when $n = 3$). Fig. 9 shows the unit spheres in $E^3$ associated with $\|\cdot\|_r$ for $r = 1, 3/2, 2, 3, \text{ and } \infty$. ([29])
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The study of normed vector spaces is in a sense equivalent to the study of a certain class of convex sets. The equivalence involves the notion of the gauge function $\mu$ of a set $U$, where, for each $x \in E$, $\mu(x)$ is defined as the infimum of all numbers $\lambda > 0$ such that $x \in \lambda U$. For any norm $\|\cdot\|$ on $E$, the associated unit ball $U$ is a convex set that intersects every line through $O$ in a closed segment having $O$ as its midpoint; further, $\|\cdot\|$ is the gauge function of $U$. Conversely, for any convex set $U$ of the sort described, the associated gauge function is a norm for which $U$ is the unit ball. Thus any property of a normed vector space can be described completely in terms of its unit ball or its unit sphere. For example, the rotundity of a normed space may be defined by saying that $\|x+y\| < \|x\| + \|y\|$ whenever $x$ and $y$ are not collinear with $O$, or by saying, equivalently, that the unit sphere does not contain any line segments. Smoothness of the space $E$ may be defined by saying that for any two points $x$ and $y$ not equal to 0, the function $\phi(\lambda) = \|x+\lambda y\|$ is differentiable at $\lambda = 0$—or by saying, equivalently, that the unit sphere has at each point a unique supporting hyperplane. Euclidean $n$-space is both rotund and smooth. The behavior of a normed space can sometimes be
improved by renorming, which means introducing a new norm that is caught between two positive multiples of the original norm and hence induces the same topology on the space. For example, any separable normed linear space can be renormed so as to be simultaneously smooth and strictly convex. ([24] [25] [29])

All of the quantitative problems mentioned earlier for Euclidean spaces have been studied also for finite-dimensional normed spaces, commonly called Minkowski spaces. The analogue of Jung’s inequality asserts that if \( E \) is an \( n \)-dimensional Minkowski space and \( X \) is a set of diameter \( d \) in \( E \), then there is a point \( z \) of \( E \) such that \( \| x - z \| \leq (n/(n+1))d \) for all \( x \in X \) [27]. In contrast to the Euclidean case, the unit ball of a Minkowski space need not be an extreme body so far as the isoperimetric problem for that space is concerned [18]. There are many characterizations of those Minkowski spaces which are equivalent to Euclidean spaces or, in other words, whose unit balls are ellipsoids. Most of these characterizations are related to the fact that, among the Minkowski spaces \( E \) of dimension \( \geq 3 \), each of the following conditions characterizes the Euclidean spaces: (a) (Jordan—von Neumann) \( \| x + y \|^2 + \| x - y \|^2 = 2 \| x \|^2 + 2 \| y \|^2 \); (b) (Blaschke-Kakutani) for any hyperplane \( H \) through \( O \) in \( E \), there is a linear projection of norm 1 of \( E \) onto \( H \)—equivocally, there is a line \( L \) such that if \( U \) is the unit ball then the intersection \( U \cap H \) is equal to the intersection of \( U \) with the “cylinder” \( U + L \). ([29] [58])

So far as the applications of convexity in other parts of mathematics are concerned, separation and support theorems are of special importance. They are widely used in functional analysis and have been used in game theory, in the theory of summability, and even to prove certain coloring theorems of graph theory. Together with Lyapunov’s theorem asserting the convexity of the range of a nonatomic vector-valued measure [9] [49] [68], they are among the principal abstract tools of the theory of optimal control [62]. Separation theorems set forth conditions under which two nonempty disjoint convex subsets \( X \) and \( Y \) of a topological vector space \( E \) can be separated by a hyperplane, either in the weak sense defined above or in various stronger senses. It suffices, for example, that \( E \) should be finite-dimensional or that one of the sets should have nonempty interior. A consequence is that if \( C \) is a convex set whose interior is empty and \( A \) is a nonempty affine set disjoint from the interior of \( C \), then \( A \) lies in a hyperplane separating \( A \) from \( C \). In particular, a closed convex set \( C \) with nonempty interior is supported at each of its boundary points (Mazur-Bourgin). Though that conclusion may fail if \( C \)’s interior is empty, the support points of \( C \) are dense in \( C \)’s boundary if \( E \) is a Banach space (Bishop-Phelps) and also if \( E \) is locally convex and \( C \) weakly compact. If \( A \) is an affine subset of a real vector space \( E \), \( \phi \) is a convex function on \( E \), and \( f \) is an affine function on \( A \) such that \( f \leq \phi \) on \( A \), then \( f \) can be extended to an affine function \( g \) on \( E \) with \( g \leq \phi \) on \( E \). This result, a slight improvement of the classical Hahn-Banach theorem of functional analysis, follows from the separation theorem applied to the graph of \( f \) and the epigraph of \( \phi \). Because of this and other relationships, separation and support
Theorems may be regarded as geometric relatives of the Hahn-Banach theorem. ([16] [29] [54] [62] [64] [80] [83])

The notion of polarity is essential in convexity theory and in the theory of topological vector spaces. Let $E$ and $F$ be two spaces that are paired by a bilinear form $\langle \cdot, \cdot \rangle$. For example, let $E = F = E^*$ and let $\langle \cdot, \cdot \rangle$ be the usual inner product given by

$$\langle (x_1, \cdots, x_n), (y_1, \cdots, y_n) \rangle = x_1y_1 + \cdots + x_ny_n.$$ 

For any $X \subseteq E$ the polar $X^0$ of $X$ is the set of all $y \in F$ such that $\langle x, y \rangle \leq 1$ for all $x \in X$. The polar is always convex, being an intersection of halfspaces. In geometry this notion plays two roles that are dual to each other. When unable to prove directly a theorem about sets $X_1, X_2, \cdots$, one may find it possible to prove an equivalent statement about $X_1^0, X_2^0, \cdots$. On the other hand, having proved an interesting theorem about $X_1, X_2, \cdots$, one may find that the polar form of the theorem is also of interest. For $1 \leq r$ and $1/r + 1/s = 1$, the $\| \cdot \|_s$ unit ball of $E^*$ is polar to the $\| \cdot \|_r$ unit ball of $E^*$. Some polar pairs of this sort appeared in Fig. 9. There are close relationships among the notion of the polar of a convex set, the so-called support function of a convex body, and the notion of the conjugate of a normed linear space. ([16] [29] [43] [54] [64])

Both convex and concave functions occur often in practical optimization problems, and both have properties that are helpful in such problems. Let $f$ be a continuous real-valued function whose domain $D$ lies in a locally convex topological vector space $E$. If $f$ is convex, then any local minimum $x_0$ for $f$ is a global minimum. [80] [83] [88]. That is to say, if there is a neighborhood $U$ of $x_0$ such that $f(x_0) \leq f(x)$ for all $x \in U \cap D$, then the same inequality holds for all $x \in D$. This justifies various iterative procedures for finding or approximating $x_0$. [88]

If $f$ is concave and $D$ compact, then $f$ attains a minimum at an extreme point of $D$. That is one of the reasons for the importance of extreme points in functional analysis. The other reason is contained in theorems of Krein and Milman, asserting that if $C$ is a compact convex subset of a locally convex space, and if $X \subseteq C$, then $C$ is equal to the closed convex hull of $X$ if and only if the closure of $X$ includes all extreme points of $C$. Thus $C$'s extreme points form the smallest set by means of which, using convex combinations, all points of $C$ can be approximated. There are extensions of the Krein-Milman theorem to certain noncompact sets, and some sharpening is possible in the finite-dimensional case. For example, if $C$ is a closed convex set in $E^*$ and $C$ contains no line, then $C$ is the convex hull of its extreme points together with its extreme rays. (An extreme ray of $C$ is a ray not "crossed" by any segment.) ([3] [6] [22] [29] [54] [64] [76])

When $C$ is a compact convex set in a locally convex space $E$ and $X$ is the set of all extreme points of $C$, it follows from the Krein-Milman theorem that each point $p$ of $C$ is the barycenter of a probability measure $\mu$ carried by the closure $\overline{X}$ of $X$—that is,

$$f(p) = \int_{x \in X} f(x) d\mu(x)$$
for all continuous linear functionals $f$ on $E$. Several of the integral representation theorems of analysis are consequences of this. However, when $X$ is not closed, it is desirable to have the sharper representation afforded by a measure that is carried by $X$ rather than $\overline{X}$. Choquet's theorem, which has stimulated much research in recent years, asserts that such a representation is always possible when $C$ is metrizable. Uniqueness of the representation, for all $p \in C$, is associated with a useful dimension-free notion of simplex. These ideas have been applied in several fields—for example, in potential theory and in the theory of operator algebras. ([3] [22] [41] [76])

In conclusion, we turn briefly to fixed-point theorems for convex sets, stating two of the simplest but most important ones. Both have been extended in many ways. The Brouwer-Schauder-Tychonov theorem asserts that if $C$ is a compact convex set in a locally convex space and if $\phi$ is a continuous mapping of $C$ into $C$, then there is at least one point $p$ of $C$ such that $\phi(p) = p$. The theorem and its relatives are used in many ways, such as proving existence theorems for differential and integral equations, minimax theorems for game theory, and various geometric properties of convex sets. (For example, a compact subset of $E^n$ or of Hilbert space $H$ is convex if and only if each point of the space admits a unique nearest point in the set. It is unknown whether "compact" may be replaced by "closed" in $H$, though it may be in $E^n$.) A recent computational development [66] makes it possible to regard this fixed-point theorem as a tool for constructing solutions of various sorts of systems, rather than merely establishing their existence. ([15] [30])

The Markov-Kakutani theorem asserts that if $C$ is a compact convex subset of a topological vector space and if $\Phi$ is a commuting family of continuous affine transformations of $C$ into $C$, then there is at least one point $p \in C$ such that $\phi(p) = p$ for all $\phi \in \Phi$. It is used to prove the existence of invariant means on commutative groups, of a finitely additive translation-invariant extension of Lebesgue measure to all bounded subsets of $E^n$, and in many other ways. Note that local convexity is not required for the Markov-Kakutani theorem. It is unknown whether the assumption can be abandoned in the case of the Krein-Milman extreme point theorem and the Tychonov fixed-point theorem. ([15] [16] [30])
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CYCLIC PURSUIT OR “THE THREE BUGS PROBLEM”

M. S. KLAMKIN, Ford Motor Company, and D. J. NEWMAN, Yeshiva University

I. Introduction. A well-known problem that keeps making the rounds is the one of three (or more) bugs pursuing each other cyclically, each traveling with the same speed and having started initially at the vertices of a regular polygon. Usually one wants to know the distance traveled by each bug until mutual capture. The problem of the three bugs can be traced back to H. Brocard [1] in 1877. However, it appears probable that a wide dissemination of the problem was first due to the problem (with four and three dogs instead of bugs) appearing in the book of Steinhaus [2] which first appeared in 1950.